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Abstract: A randomly distributed gold nano-net is studiedneucally via FDTD simulations. The dis-
persion of gold is implemented through a generdlidispersive material (GDM) model built on Padé
approximants. The simulation of the dispersive camdano-net structure demands both fine nanoscale
geometry and large span area in order to covecadhaplexity of interactions at the scattering sugfac
Along with additional equations for dispersive r@sge this poses a severe challenge in terms offian e
cient numerical implementation, especially in 3@. fEduce the simulation time we studied and deter-
mined the minimal size of the individual 2D-framegiich can be calculated independently and in paral
lel on a multiprocessing system. The impact ofititbvidual frame size on accuracy is analyzed for a
representative nano-net sample.
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1. Introduction

Random metal composite films, or specifically soef@omposites, have attracted a great deal of re-
search interests recently [1]. Due to their broadb@sonance and their fractal morphology, theylean
calize electromagnetic energy into nano-scale regamnd produce large near-field enhancements extend
ing from the ultraviolet to the mid-infrared [2]hiB feature, besides the merits of simple and lost-c
fabrication requirements, give rise to numeroudiegjions, such as surface-enhanced Raman scatterin
spectroscopy (SERS) [3-5], surface enhance infrabstrption for sensing [6-7], enhanced solarefell
ficiencies [8-9], and others. In particular, randgoid nano-nets that have low metal coverage (fuh
they are highly transparent) but are still closeh® percolation threshold (such that they extgboivd
electrical conductance) could be a promising caatdidor anode designs in coherent light trapping fo
thin-film photovoltaic devices [10]. It is shownaihsuch gold nano-nets could be operated eithareatmo
below the percolation limit depending on the amiln and cell configuration [11]. However, dughe
strongly coupled metallic elements, theoreticalhmds such as Bruggeman'’s effective medium theory
(EMT) [12] and the Maxwell-Garnett theory (and nifagditions thereof) [13] can only provide limited
guidance for the design of these films [14]. Therefthe numerical study based on full-wave analigsis
of importance. Numerical simulations of random naeb structures demand both fine nano-scale geome-
tries for the very thin nanowires as well as adasgan area in order to cover the complexity ofirke
ractions at the scattering surface. Moreover,mretdomain the frequency dispersion of materiahtok
duced with additional differential or integral etjoas (auxiliary differential equation method, AR
recursive convolution method, RC), which also sigifntly increase the computational complexity of nu
merical schemes. In this paper we show FDTD sinarlatwith two featured methods used to reduce the
computational costs. First, we give referenceshiimplementation of GDM model, which is used to
effectively implement the frequency dispersion ofdgto FDTD method. Second, we investigate the mi-
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nimal representative size of the nano-net, which can be simulated as an isolated part without loss of accu-
racy: those parts are calculated in parallel without any interconnects between subdomains. Finally, we
show the averaged far-field electromagnetic response for the gold nano-net.

2. Generalized dispersive material (GDM) model for gold

The film under study is composed of gold nanowires randomly arranged on a dielectric substrate. In
order to describe the frequency dispersion of the permittivity of gold precisely and efficiently for time-
domain methods, we employ a dispersive model for gold defined as the sum of a Drude term and two crit-
ical point terms (D2CP) [15]. The detailed function of this model is given as follows [16].

2
e)=¢e_+——24— pEn /1 + D [l (

&on & ¥n
—(A+iT,, ) o, +(A+iT,)
where ¢, =2.75 and the remaining parameters are listed in Table 1:

Table 1: Parameters of Dispersive D2CP Model of Gold:

Afom] Ty[nm] . oM fu  Ap[nm] Ty[nm] ¢n[°]
Drude Critical point
term 140 17000 terms 1 0.75 445 2400 -22
2 1.55 325 950 -38.6

Our approach allows reducing the computational cost, which comes from the dispersion implementa-
tion, in two ways. First, the permittivity function of gold has smaller number of dispersion terms than
conventional Drude-Lorentz models, usually employed in many other papers. Second, each of the disper-
sion term is implemented numerically with the effective GDM algorithm [17, 18]. A piece-wise constant
recursive convolution scheme (PCRC2, see for example [19]) was used to ensure 2nd-order accuracy of
the entire scheme. Fig. 1 demonstrates the tested numerical local response of the dispersion of gold. The
figure shows that both the magnitude (Fig. 1(a)) and phase (Fig. 1(b)) terms agree well with the analytic
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Fig. 1: The numerical local response of gold dispersion implemented through GDM algorithm (PCRC2
scheme) and compared with the analytical model (1).

3. Simulation for gold nano-net structure

The gold nano-net structure of interest is formed by 1-um long gold nanowires with square cross-
sections that are 40 nm wide on each side. The nano-net is supported by a silicon substrate (e;= 3.5) and
are otherwise surrounded by air. The nanowires are randomly distributed in location and orientation, as

shown in Fig. 2(a) and (b). We investigated the optical properties of such a gold nano-net under normal
incidence from air, as shown in Fig. 2(c).

We are interested in the response of the nano-net system in a wavelength (A) range from 0.3 to 4 pm,
and hence the incident modulated Gaussian pulse was chosen as: G(r) = exp[—(t —¢,) 2/ 7*]sinwr . where
w=2nc/A, t=11s, t,=37,and 2=0.5 pm. The spatial step size was Ax=Ay=Az=5nm with Cou-
rant condition number v =0.5, which gave us a time step Az =vAx/ /3 =4.81x10™ s . The entire simu-
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lation domain was 4 pum x 4 pm x 4 pm, truncated with perfectly matched layers (PMLs) in z direction
and with periodic boundary conditions (PBCs) to all sides parallel to the = direction (see Fig. 2). The to-
tal-scattered field separation (TSFS) method was used to introduce the incident x-polarized plane wave
into the simulation domain [20]. The time-domain reflected and transmitted field probes were recorded
close to the source and to the shade sides of the domain along the propagation direction (z direction), and
then averaged over the transverse cross-section. These probes were post-processed with an FFT to obtain
the numerical far-field transmission (T) and reflection (R) spectra. Absorptance (A) was then obtained by
calculating A=1-T-R.

(b) (c)

Normal incidence 4}
from Air

Fig. 2: Gold nano-net structure on Si: (a) top view of an entire simulated film, with white areas
representing the gold nanowires, (b) zoomed-in 3D sketch of a portion of the gold nano-net, and (c¢) simu-
lation model and coordinate definitions.

4. Optimal size of the individual frame

The direct sequential simulation of such a nano-net with given numerical parameters will demand for
substantial computer resources, requiring huge RAM and considerable simulation time. One way to re-
duce the required computing resources is to use standard parallelization techniques for systems with
shared and distributed memory. Scalability of work decomposition approach with OpenMP programming
relies on availability of rather big shared memory machines and is subject to ineffective access to large
data. Domain decomposition approach with MPI programming also allows for systems with distributed
memory, but the scalability is then limited with interconnect capabilities, since the data from boundary
cells shall be synchronized between processors via communication at each time step and the synchroniza-
tion burden increases significantly with increase of number of processors involved, see [21]. Both limita-
tions, ineffective access to large amount of data and interconnect burden, can be substantially decreased
by using smaller individual frames, which are computed totally independently.

Here, we cut the initial sample into three different frame sizes: 2 ym x 2 pym, 1 pm x 1 pm, and 0.5
pum x 0.5 pm, as shown in Fig. 3, and set PBCs on each newly appeared boundary [22]. By comparing the
simulation results one can find out the minimal size of the frame, for which the accuracy is still accepta-
ble. The calculated spectra will vary widely from one individual frame to another due to differences in the
local geometry; hence we obtained the macroscopic far-field spectral responses by the arithmetic averag-
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Fig. 3: Domain splitting with frame sizes of (a) 2 pm x 2 pm, (b) 1 pm x 1 pm, and (¢) 0.5 pm x 0.5 pm.
In Figs. 4. 5, and 6, we show simulated far-field transmittance, reflectance and absorptance spectra

for the three different aforementioned frame sizes. As we can see from Fig. 4, for 2 pm x 2 pm frame size
the simulated far-field T, R and A spectra do not vary much from one individual frame to another, and
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therefore this frame size is sufficiently large to contain the complexity of interactions at the scattering
surface of the gold nano-net. In particular, the absorptance peak near 1 pm for all individual frames is
consistent with the length the nanowire, and therefore we ascribe it to longitudinal plasmonic resonant
modes along the length of the gold nanowires. The short-wavelength absorptance is related to inter-band
transitions in the gold. which are accurately predicted in the D2CP model of gold.
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Fig. 4: Simulated far-field T, R and A with a frame size choice of 2 ym x 2 pm.
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Fig. 5: Simulated far-field T, R and A with a frame size choice of 1 pm x 1 pm.
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Fig. 6: Simulated far-field T, R and A with a frame size choice of 0.5 pm x 0.5 pm.

In Fig. 5 we used 1 pm x 1 pm independent frames. Although the simulated T/R/A spectra changes
dramatically from one individual frame to another, the averaged T/R/A spectra converge to those for the
larger 2 pm x 2 pm frames, as shown in Fig. 7. Furthermore, if we take even smaller 0.5 pm x 0.5 pm
independent frame size, then the difference between T/R/A spectra of individual frames becomes larger,
as illustrated in Fig. 6. An interesting phenomenon for 0.5 um x 0.5 pm frame size case is that the aver-
aged far-field T/R/A spectra converge to the larger frame size results only within the short-wavelength
range (approximately for 2 < 1 pm, as shown in Fig. 7). This is due to the fact that this frame size is too
small to accurately represent nanowire coupling of longer waves meaning the absorptance resonances.
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Fig. 7: Comparison of averaged far-field T, R and A with different frame size choices.
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In addition, the far-field T/R/A spectra for baiécen (assuming pure dielectric with= 3.5) is illu-
strated by green dash-dot line in Fig. 7, as wesea the gold nano-net layer decrease the traasicet
of the entire structure by 0.33, while increasitsgreflectance and absorptance by 0.18 and 0.peces
tively across the whole spectrum.

This study shows that individual frame can be takeleast as small aspin x 1um, which reduce
the request on memory to 1/16 of the initial reguoient. The reduction of the required size of RAM en
larges the choice of the hardware suited for thrukition, and may have a significant impact onatife
memory access, resulting in less simulation time.

5. Conclusions

In summary, the optical properties of a randombtribhuted gold nano-net sample have been studied
numerically via FDTD simulations. For these simialias we have demonstrated two effective approaches
to reduce the problem-specific large computatiaosits in terms of memory and long simulation times.
First, we have implemented the dispersion of gaihgi the critical points model, with less dispensio
terms compared to standard Drude-Lorentz modelseM@r, we have implemented this efficient disper-
sion model using a more economical GDM algorithecdhd, it is important to find the smallest possibl
size of representative 2D-frames, which could Hewtated independently. This splitting approackedis
on top of standard parallelization techniques toared or distributed memory systems, is expected to
provide the ultimate implementation for multiprosessystems, as in the independent subdomains-small
er amount of data can be accessed more effecawelythe processor communications are not requimed.
the future, we will extend this problem-specificrmerical study on minimal independent frame size and
reveal theoretical prediction that long range datiens are distinct features for such gold nanoeoen-
posed by long metallic sticks [22]. Also we expaxtuse the proposed improvements of the numerical
realization for simulation and optimization of caesprandom scattering surfaces for application$
photovoltaic devices.
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